OCR Probability and Statistics 2:  Solutions
January 2006

	1 (i)
	a)  X is the number of foxes in 3 acres.  X ~ Po(2)

P(X ≥ 4) = 1 – P(X ≤ 3) = 1 – 0.8571 = 0.1429 = 0.143 (3sf)

b)  Y is the number of foxes in 1 acre.  Y ~ Po(2/3)

P(Y = 2) = 
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	(ii)
	Foxes are not likely to be randomly scattered as they live in families.  

	
	

	2
	W ~ B(40, 2/7).
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So, W can be approximated by a normal distribution:  
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P(W > 13) = P(W ≥ 14) → P(W ≥ 13.5)   (applying a continuity correction)
Standardising:  
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Using tables, 
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Therefore, P(W > 13) = 0.234 (3sf)

	
	

	3
	Hypotheses:
H0:
p = 0.3

H1:
p ≠ 0.3

5% significance level

Let X be the number of chocolates in the sample with hard centres.  Then under the null hypothesis, X ~ B(8, 0.3).

5 chocolates had a hard centre.  This is more than you would expect if the null hypothesis were true.

Using tables: 
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We therefore are unable to reject the null hypothesis.  The sample provides no evidence to suggest that the proportion of hard centred chocolates is different from 30%.

	
	

	4 (i)
	R ~ B(80, 0.02)
To decide on the appropriate approximating distribution we find np:  

np = 1.6 < 5
Since np is small and n is large we approximate R by a Poisson distribution: R ≈ Po(1.6)

Using Po(1.6) tables: P(R ≥ 2) = 1 – P(R ≤ 1) = 1 – 0.5249 = 0.4751 = 0.475  (to 3SF)


	(ii)
	We want P(R ≥  r) < 0.01.

Equivalently, we want P(R ≤ r – 1) > 0.99

From Po(1.6) tables:   P(R ≤ 4) = 0.9763 < 0.99




P(R ≤ 5) = 0.9940 > 0.99

Therefore r – 1 = 5.

So r = 6.

	
	

	5(i)
	Y ~ N(μ, ¼μ²)

P(Y < 0) = 
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This is independent of 2.

So using tables, P(Y < 0) = 1 – P(Z < 2) = 1 – 0.9772 = 0.0228 (3SF)



	(ii)
	Y ~ N(6, 9)   (substituting μ = 6)

P(Y < 9) = P
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 = 0.8413

So the probability that Y < 9 in each of 3 randomly chosen years is:

0.84133 = 0.595  (3sf)



	(iii)
	The increases from 3 consecutive years are unlikely to be independent of each other.

	
	

	6
	The hypotheses are:
H0:
μ = 32

where μ is the mean waist size of jeans labelled as being 32 inches
H1:
μ > 32

0.1% significance level

The sample mean is 
[image: image9.wmf]1615

32.3

50

w

==


The formula for getting an unbiased estimate of the variance is:  
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Using this here we get:  
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The test statistic for the test is:  
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The critical value for a 0.1% (one-sided) test is 3.0902.

Since 2.1 < 3.0902, we cannot reject the null hypothesis.  The sample does not provide sufficient evidence to conclude at the 0.1% level that the mean waist measurement of jeans labelled as being 32 inches is in fact greater than 32 inches.


	7 (i)
	X ~ N(μ, 64).
H0:
μ = 80



H1:
μ < 80

1% significance level

The test statistic is 
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The critical value for a 1% (one sided test) is -2.3263

We reject the null hypothesis if 
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This implies that 
[image: image15.wmf]74.62764...

x

<


So, c = 74.6  (to 3SF)



	(ii)
	a)  
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 lies in the rejection region.  So the null hypothesis would be rejected.
Since we are assuming μ is 80, the conclusion would be wrong and a type I error would have occurred.

	
	b)  
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 lies in the acceptance region.  So the null hypothesis would not be rejected.  This is the correct conclusion and so no error occurs.


	(iii)
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Therefore:  
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Solving this gives:  μ = 78.2  (3SF)



	
	

	8 (i)
	The area under a pdf is 1.
So, 
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Therefore:  
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So: k = n + 1.




	(ii)
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Therefore:  
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  (as required)



	(iii)
	n = 3.
Therefore
 k = 4 
  and
 E[X] = 4/5.
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So:  
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Hence,  
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	(iv)
	Because the sample size n is big the distribution of 
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 is approximately normal (using the central limit theorem).
So,  
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	(v)
	The probability density function of Y has been obtained by translating the probability density function 
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,  4/5 to the left.

This means that the mean of Y is 0 and the variance of Y is 0.0267  (the variance doesn’t change under a translation). 
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